
99 WATSON GETS PERSONAL:
NOTES ON UBIQUITOUS 
PSYCHOMETRICS

Novel computational methods and platforms have opened a new 
front in psychometrics, the search for measurable personal traits 
in artefacts created by humans. In particular, texts produced on 
social media channels have been queried for insights into behav-
ior patterns and sentiment.

This text describes an experiment in querying computing 
platforms that offer psychometric text evaluation. The aim of 
the project is to reveal some of the dynamics and assumptions 
hidden in the code underlying computational text analysis. The 
project suggests “asymmetrical coding” as a practical interven-
tion to build interfaces for opaque deep-learning systems that act 
outside the direct reach of individuals, yet produce conditions 
that effect multitudes.
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100 1  BACKGROUND

In 1991 Mark Weiser suggested that technologies weave them-
selves into the fabric of everyday life and disappear into the back-
ground (1991). Computers, like automobiles before them, would 
be perceived as everyday objects and not technical devices once 
they became ubiquitous. Callon and Law later coined the term 
qualculation to describe the mutual territory and dependencies 
between calculative and noncalculative actions (2005). Thrift 
expanded the concept of disappearing technology and qualcula-
tion as the product of ubiquitous computing events at the infra-
structural level (2004). With massive deployment and aggressive 
distribution, these ubiquitous systems become constitutive; they 
pervade not only physical but also mental spaces and yet remain 
largely undetected when in operation. 

Deep (machine) learning attempts to model high-level abstrac-
tions to detect or extract features hidden in large datasets. While 
feature extraction technologies have been in operation for many 
years, new efforts within big data research proposes to find fea-
tures that were not anticipated, promising the discovery (not just 
the recovery) of knowledge and even the production of predic-
tion (Mckenzie 2015). The activities of deep machine learning 
produce a new dimension of the qualculative condition. As op-
posed to the Thriftian framework in which computing and its 
infrastructure is hidden and operates in the background, the 
mental modes produced by machine learning enter into the fore-
ground; their existence is acknowledged and celebrated by the 
engineering industry. 

Cognitive computing is a catch phrase used to describe large-
scale deep machine learning research applied to IBM business 
analytics. Cognitive computing is an offspring of several parents, 
expanding specifically on previous neural network research that, 
in turn, borrows from research into biological information pro-
cessing systems and their ability to detect patterns within large 
quantities of unstructured information. Cognitive computing op-
erates on an industrial scale; it is a platform level activity, depen-
dent on and flourishing in cloud-scale centralized computing en-
vironments with access to vast amounts of data from distributed 
and changing sources. Cognitive computing no longer exists as a 
background flow but operates as a foreground fact that actively 
intervenes into everyday life, offering new approaches to prob-
lems of general interest and commercial value.



101 2  PUBLIC COMPUTATIONAL MEDIA

Computational systems have long been recognized as cultural 
territory (Agre 1997), and artists have responded in various ways 
to this condition. My own practice has produced contributions to 
the field in the past. Recently, I have become interested in specif-
ic responses to computational systems at scale.  This inquiry is 
part of an ongoing research agenda of public computational me-
dia (PCM), the study of various aspects of computation systems 
and their ramifications for public life. The goal of PCM is to con-
tribute to the debate through experiments that materialize ideas 
and test procedures in ways that text-centric methods do not. 
Machine learning and its corporate derivative, cognitive com-
puting, are part of a new active computing infrastructure that 
acts on data of public interest, and as such are territory for PCM.

3  STATE OF THE ART COGNITIVE COMPUTING: 
WATSON

Cognitive computing is conceptually premised on cognitive sci-
ence research that attempts to explain how thought occurs in 
the human mind. While the quest for synthetic consciousness 
remains evasive, and misgivings about the project’s grandiose 
goals openly questioned (Marraffa 1999), the goal of synthetic 
problem solving has made rapid advances in recent years. In 
particular, data-centric deep learning systems have been creat-
ed that are able to reliably detect patterns from a corpus of data.

Watson, a computation framework created by IBM Research, is 
one of the most prominent examples of corporate machine learn-
ing today. The Watson palette consists of a variety of subsystems 
that can be applied to different types of data analysis problems. 
Watson was designed with the aim of processing structured and 
semi-structured information more efficiently than a human 
being. The project has a long history and has achieved promi-
nent success. In 1997, a Watson predecessor, Deep Blue, won a 
six game match against the then World Chess Champion, Garry 
Kasparov. In 2011, a first version of Watson, designed specifically 
as a question-answering system with the full text of Wikipedia 
loaded into its four terabytes of disk memory (Ferrucci 2012), 
emerged as the winner of the quiz show Jeopardy! 

Watson is a curious name for a system seeking superhuman 
intelligence. While the system’s makers link the name to the 
founder of IBM, Thomas J. Watson (Ferrucci 2012), the name is 
also reminiscent of the fictional character John H. Watson, Sher-



102 lock Holmes’s faithful and reliable assistant who can never quite 
match up to his master’s superior deductive abilities.

But silicon Watson has loftier goals. The synthetic Watson has 
been created to find reliable answers in unstructured data more 
effectively than standard computational search solutions. Ac-
cording to IBM internal evaluations, Watson meets or exceeds 
performance metrics of other state-of-the-art search technolo-
gies (Saon 2015),

4 PSYCHOMETRICS AND COMPUTATION

Psychologists have historically sought measures that reveal the 
secret, hidden, or distorted real self.   The theory of values posits 
that every person has a set of values or goals that motivate their 
actions (Schwartz 1994). This construct, referred to as the theory 
of Basic Human Values, maps desirable, trans-situational goals of 
people’s lives independent of cultural boundaries onto 10 basic 
values: universalism, benevolence, conformity, tradition, secu-
rity, power, achievement, hedonism, stimulation, and self-direc-
tion. Similarly, the Five-Factor Model (Big 5) categorizes human 
personality traits into five categories: neuroticism, extroversion, 
openness to experience, agreeableness and conscientiousness 
(Norman 1963), (Goldberg 1981). 

The field of psycholinguistics sees in language a window into 
hidden self-valuation systems. From that perspective, the use of 
language is the conduit through which these hidden values be-
come exposed. This idea has a long history (Galton 1884, Allport 
1936), and has led researchers to seek personal traits by com-
paring texts first with value orientation surveys, and then later 
by harnessing computational linguistics to perform the compari-
sons (Fast 2008, Fleishman 2009, Chen 2014). The increased use of 
social media and computing platforms has made it easier to (at-
tempt to) detect human values in social media textual artefacts, 
and to (attempt to) automatically understand people through 
their use of social media production. More recent research has 
sought to expand the list of basic values, inferring even dark-
er traits from social media text production, such as narcissism 
(Sumner 2012). By including more direct indicators of interests 
such as “liking”, some researchers have claimed to detect explicit 
personal traits such as sexual and political orientation (Kosinski 
2013).

One of the most popular text analysis packages is LIWC:  Lin-
guistic Inquiry and Word Count. LIWC has two central compo-
nents, a processing node and a set of dictionaries with categories. 
When a LIWC based procedure is applied to a text, it calculates 



103 the percentage of words for each LIWC category. Each of the 64 
categories contains dozens to hundreds of words. LIWC has been 
employed in hundreds of studies to tally words in psychological-
ly meaningful categories (Tausczik 2010, Matthews 2015). 

Procedurally, the relationship between text and value is estab-
lished by associating a specific trait with words that describe as-
pects of the sought trait. An input text is scanned and its words 
are parsed into the existing set of categories, as in a traditional 
linguistic parsing for pronouns and verbs, etc. The parsing be-
comes problematic when tallying qualitative features, such as 
emotion, for example. Which words should fall into the catego-
ry of anger?  While numerical tallying within a given category 
can be automated, the creation of categories themselves cannot. 
The LIWC system creates its own lists gleaned from dictionaries 
compiled by human helpers, and employs human word judges to 
categorize tricky entries (Tausczik 2010).

Qualitative features such as cruelty can be articulated in a 
text in many subtle ways, as any reader of Primo Levi will know. 
LIWC, however, is blind to sarcasm, irony and context in general. 
Systems such as LIWC are currently limited to detecting qualita-
tive events on a per word level. Emotions are assessed by the de-
tection of declared emotion words, and sadness might be found 
in the occurrence of words such as “hurt, sad, depressing, and 
disappointing”.  In addition to key words, sentence structure and 
language elements (such as pronoun and auxiliary word use) 
have been found to correlate with language emotionality, sug-
gesting, according to psycholinguists, “a deeper importance of 
the expression of emotion and thinking styles” (Tausczik 2010). 
Other categories such as social coordination, honesty and de-
ception are assessed in a similar process of combining detect-
able words and specific linguistic constructs. Some of the com-
binations are less convincing than others, however. One study 
makes the rather odd observation that an increased use of causal 
and insight words can be associated with — somehow — greater 
health improvements (Pennebaker 1997). 

Despite the ongoing popularity of trait analysis, fundamental 
issues with the field persist. Boyle points out that there is no es-
tablished theoretical basis for the Big-Five, that these features 
cannot be replicated consistently in different samples, and that 
even when detected, they provide only a static account of behav-
ior regularities (Boyle 2008). Furthermore, there is surprising-
ly little attention devoted to differentiating the category of text 
within computational trait analysis. While a literature-centric 
approach to trait inquiry might consider poetry, legal proceed-
ings and fictional accounts as vastly disparate territories, text 



104 forms tend to be lumped together where text quality is second-
ary to text content. Recent research has started to investigate this 
deficit and inquire as to how different social media platforms in-
fluence the assessment of traits. Haber, for example, reports that 
pronouns are less frequent in wikis as opposed to blogs, and pro-
fanity is much more frequent on Twitter than in business-orient-
ed media (Haber 2015). Consequently, media specific variations 
in word use are reflected in models created based upon those 
word use patterns. 

5 WATSON DOES PSYCHOMETRICS

According to published IBM reports, Watson is premised on the 
same theoretical assumption as standard computational psycho-
linguistics, namely that human traits can be detected in language 
use, and that this process can be automated with software. Wat-
son staff (IBMWatson) cite in their justification prior efforts in 
the field (Fast 2008, Chen 2014), and describe how the research 
team expanded this existing framework into social media data 
sets and new personality features. The Watson team developed 
its own models to infer scores for the Big-Five with several addi-
tional dimensions from other models, including the aforemen-
tioned Basic Human Values (and Needs) system. The model for 
the Big-Five personality characteristics was trained on data from 
blogs, while the model for Values was trained on forum posts, 
and the Needs model from Twitter data. With these augmented 
models in place, the Watson service infers characteristics from 
textual input by tokenizing the input and matching the tokens 
with the LIWC psycholinguistic dictionary in order to compute 
scores for each of its categories.

Depending on the particular set of characteristics, Watson uses 
a weighted combination from the LIWC category scores to form 
its own final score. For example, the Big-Five uses coefficients 
reported by one source (Yarkoni 2010), whereas the coefficients 
for the Values were gleaned from another source (Chen 2014). 
Interestingly, the domain specificity of the models has less of a 
negative effect than one might imagine. IBM organized a study 
(Gou 2014) in which models from different sources were applied 
to Twitter data. The researchers found that for a large majori-
ty (> 80%) of the Twitter users, scores for personality traits that 
were inferred for these models correlated significantly with sur-
vey-based scores.
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According to Watson engineers (Ferrucci 2012), the Watson sys-
tem has been exposed to books “from the Gutenberg Project”. 
But precisely which texts Watson was exposed to is not known. 
Watson, as is the case with all machine learning systems, will 
be challenged to deal with ill-defined input, unusual samples 
and small data sets. As other researchers have lamented (Scott 
2014), outsiders rarely have access to the innards of commercial 
algorithms. Recent work in black box auditing has shown that 
it is possible to investigate how a classification model takes ad-
vantage of features in datasets without knowing how the models 
themselves are constructed (Adler 2016). While this line of re-
search is extremely promising for algorithm auditing in general, 
my goal here is not to detect the predictive qualities of a given al-
gorithm but to observe artefacts of classification created through 
exposure to unusual materials.

With developer access to Watson’s Personality Insights analyt-
ic engine API, one can observe how Watson performs the assess-
ment of character traits on arbitrary text input. As opposed to 
working with textual materials from current social media plat-
forms, I have confronted Watson with media texts from old plat-
forms, which are not influenced by the dictates of social media 
text production. In this experiment, Watson is asked to respond 
to input text it might not have been exposed to previously. The 
selection of texts includes:  Sun Tzu’s The Art of War, 5th century 
BCE,  Plato’s Republic, around 380 BCE, Lucretius’ On the Nature 
of Things, 1st century BCE, Ovid’s Metamorphoses of 1CE, Orwell’s 
1984 of 1949, Carrol’s Alice in Wonderland of 1865, de Sade’s 120 
Days of Sodom of 1785, Shelley’s Frankenstein of 1818, Austen’s 
Sense and Sensibility of 1811, Marx’ Communist Manifesto of 1848, 
Kaczynski’s (aka Unabomber) Industrial Society and Its Future 
(Manifesto) of 1995, as well as IBM’s Annual Report of 2014. 

While the current version (March 18, 2016) of the Personali-
ty Insights module supports Arabic, English, Spanish and Japa-
nese, the texts in this experiment are mostly originally written 
in English or have been translated into English. The choice of 
text materials is guided by the measure of enduring cultural im-
pact, with a corporate annual report the exception to the rule. 
The goal is not to see how well Watson classifies the documents, 
but to collect and reflect on unexpected relationships between 
business language and literature that Watson might generate. 
Or: how do the classics fare under Watson? Can (author) charac-
ter traits from sophisticated textual production be differentiated 
from ephemeral writing? Figures 1 and 2 show an attempt to ad-



106 dress the questions. The figures show code-generated views into 
Watson-generated similarities between (the authors of) texts 
that could hardly be more dissimilar: the Communist Manifes-
to and the IBM annual report. Both sources get high marks in 

“achievement striving”, and a maximum score for “imagination”, 
for example.

Watson’s Personality Insights assumes that the input text is 
produced by a single person. Arguably this is not the case for 
annual reports where a cohort of anonymous writers put togeth-
er documents spanning hundreds of pages. Yet the voice that 
emerges from the annual report is singular. It represents the 
corporation and, at least in the USA, corporations enjoy many 
of the same important rights and responsibilities of individuals. 
While other countries do not explicitly support the US model of 
corporate personhood (Blair 2013), features such as corporate 
social responsibility (May 2015) and the unified entity they sug-
gest have become person-like actors across the global business 
landscape. While the applicability of personhood to the annual 
report production team may appear spurious at first, it fits the 
historical pattern of the making of the corporate persona (Blair 
2013) though the mechanism of the “artificial person” that, like a 
cyborg, can be similar to a living person yet completely different 

“inside”. This is the rational for applying personality analysis to a 
corporate annual report.

Annual reports are an odd combination of frank assessment 
and reflection created by corporations around the world. Compa-
nies report on their activities, successes, investments and future 
plans in their annual reports.  Annual reports define a unique 
form of language and language use; a mixture of hype, promotion 
and bureaucratic write-easy that is inspirational, self-congratu-
latory and obfuscating at the same time. Like blogs and wikis, the 
annual report is at home on social media. Yet the annual report 
is not an established textual category in the way that blogs, wikis 
and posts are, and hence it has not yet been declared worthy of 
model creation for text analysis. Here it serves as an example of 
a new global text production category, one well-suited to be read 
by machines;  a reference point by which to compare an algo-
rithm’s responses to earlier textual production categories.

The Watson team is continuously tuning and refining the Wat-
son code base and training materials. The publically available 
changelogs track the sequence updates but do not describe the 
technical details and operational changes.  While this visualiza-
tion allows one to see the current state of the algorithm, it is not 
sufficient to show changes between updates. However, re-apply-
ing the visualization to generate a time-series sequence of the 



107 outputs of the invisible algorithm might show when changes oc-
cur and how the evaluation of the stable texts changes over time. 
As these texts remain fixed, the differences in the positions of 
the text markers will be due to changes in the Watson code itself. 
Such changes give a low-resolution lumped view of the temporal-
ity of code modifications over time, giving these texts a new role 
as markers for change and progress in otherwise inaccessible 
algorithm design. Figures 4 and 5 show an unsuccessful attempt 
at finding such differences. From these graphs, we can see that 
the system V2 did not change between November 2015 and April 
2016 as far as the evaluation of the category “Melancholy” is con-
cerned. 

Fig. 1 and 2. Watson personality 
assessment engine applied to the 
IBM annual report of 2014 and the 
Communist Manifesto of 1848.



Fig. 3. Watson personality trait Mel-
ancholy (Personality Assessment
algorithm version March 2016, filtered 
with a sampling error < 0.075) across 
a selection of text sources. Values 
are differential scores using the IBM 
Annual Report of 2014 (pale red at 
0.0) as a reference. All results are 
normalized with regards to a sample 
population “based on a corpus of 
more than a quarter of a million Twit-
ter users” (IBM Watson 2015).

Fig. 4 and 5. No change detected 
in the evaluation of a subset of the 
sample texts between November 
2015 (left) and April 2016 (right) 
within version 2 (v2) of the 
Personality Insights module.



109 Yet the principle is more important than the example. By gen-
erating code of codes, algorithms of algorithms, it is possible to 
perform more discerning observations of algorithm effects in 
practice (Scott 2014).  While the current version of this code of 
codes is only a start, the principle suggests a new kind of con-
tribution to investigations into large and inaccessible software 
systems that evaluate text production.

7  TEXT ANALYSIS, ASYMMETRIC CODING 
AND CULTURAL TECHNIQUES

 
Recently, researchers have begun to question the results pro-
duced from automated trait analysis of social media artefacts. 
Models created in one domain and applied to another can in-
troduce spurious artefacts. Specific features such as style and 
message length vary between domains, and can make compar-
ison of traits observed across platforms difficult. For example, 
character-count limited Twitter showed in one study the least 
Big-Five variability for a given sample size while email showed 
higher variability (Haber 2015). Neuman describes how the Wat-
son analysis framework completely misses the mark on a text 
produced by a recent mass murderer, and then proposes adding 
semantic similarity measures to existing text analysis methods 
(Neuman 2015) to counter the detected deficiency.

The accuracy of Watson’s Personality Insights has also been 
tested in less formal settings. Contributors to QUORA, for exam-
ple, have tested the system with a variety of personal and non-
sense texts, finding a tendency for flattery in the generated out-
put (QUORA).

However, in this investigation, the goal is not to assess how 
correctly or incorrectly Watson performs, nor to improve the 
Watson engine, but rather to find new ways of observing system 
status. How does it change, how does it see the materials at any 
given moment?  What kind of relationships are created between 
ephemeral and canonical texts, and how might even minor 
glitches scale, given the industrial level deployment of ubiqui-
tous text analysis? The codes that produce such observations and 
relationships are a code-based form of cultural technique (Sier-
gert 2013); they are new kinds of difference-producing operators.

The impetus to query this territory leads us back to the start 
of the paper; it is given by the ubiquity of machine learning and 
cognitive computing. The Watson system – as are other corporate 
machine learning frameworks - is being deployed in industries 
ranging from travel planning to weather monitoring and, most 



110 recently, health care.  Gaining insights, even in small measures, 
into how these systems operate is important, both to appreciate 
what they can accomplish but also to understand their shortcom-
ings and failings. 

The focus of text analysis systems such as the Watson personal-
ity trait assessment is indicative of the obsession with social me-
dia production that is altering the definition of text.  The fact that 
an annual report and the Communist Manifesto both achieve top 
scores in “imagination” tells us that the system is blind to the 
contexts in which the texts operate. Political vision and business 
innovation become similar only through the system that evalu-
ates them; a new category of machine learning enabled semantic 
glitch. 

Training text classifiers on ephemeral text materials such as 
tweets elevates tweets to the status of formal text, previously 
held by literature. Will we find ourselves in the position of de-
ciding to write (and think) the way  computing platforms expect 
us to in the future, simply in order to minimize classification er-
rors? Once cognitive computing becomes ubiquitous and scans 
electronic correspondence for signs of mental instability, thus 
impacting health insurance, we just might be inclined to do so.

As the reach of machine learning expands into new territory, 
the problem of ill-defined input will develop two along two dif-
ferent trajectories. First, it will be a concern for algorithms faced 
with normalizing new data sources such that results are compu-
tationally sound. Second, it will be a concern to people who do 
not want to be reduced to a computational compatibility issue. 
One response to this situation might be to offer additional train-
ing materials to classifiers in order to educate them on variations 
in texts and people in meaningful ways. Let the machines take 
over, finally, but perhaps we could have them read a few good 
books first. 
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